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ABSTRACT 
 

This study establishes a U. S. climatology of potentially severe convective environments for the 30-y 

period 1980ï2009 from the North American Regional Reanalysis.  Variability of environments supporting 

significant severe weather is examined for four active severe-weather regions in the U. S.  Regional 

comparisons illustrate potentially significant-severe environments varied greatly both spatially and 

temporally over the 30-y period of record.  The spatial and temporal distributions of significant severe-

weather environments and reports are subjectively examined for comparison purposes. While one has to be 

cautious when linking environments and reports, average calculated significant severe-weather 

environments show similarities to the annual cycle of significant severe-weather reports.  Additionally, 

mean center analysis indicates that there is no significant shift in the average position of these 

environments during the period of record.    

 

ïïïïïïïïïïïïïïïïïïïïïïï 

1.  Introduction 

 

The 32-y period 1980ï2011 exhibited 110 

weather-related disasters causing damages 

totaling over one billion dollars (NCDC 2011).  

Of those, about 30% (32 disasters) were the 

result of severe thunderstorms.  While events of 

this magnitude only occur on average once per 

year, the impacts are realized at regional scales.  

For instance, recent severe thunderstorms in 

April 2011 spawned tornadoes responsible for 

$17.3 billion in damages and over 350 fatalities 

across 20 states.  The increasing trend of losses 

from severe thunderstorms (Changnon 2001) and 

tornadoes (Brooks and Doswell 2001; Changnon 

2009) can be attributed to societal and economic 

changes rather than an increase in event 

frequency (Bouwer 2011).  However, recent 
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research has indicated that the potential for 

severe thunderstorm environments may increase 

under future anthropogenic emissions scenarios 

(Trapp et al. 2007; Van Klooster and Roebber 

2009).  The combination of increasing societal 

vulnerability (Cutter et al. 2003) and severe 

thunderstorm environment frequency may lead to 

greater severe thunderstorm hazard impacts in 

the future. 

 

Forecasting severe-weather events involves 

techniques such as pattern recognition, 

climatology, and parameter evaluation (Johns 

and Doswell 1992).  However, since pattern 

recognition and climatology are based on 

forecaster experience and climatological 

averages, they can fail in atypical circumstances.  

Routinely, events occur that lie outside of classic 

spatial severe-weather patterns, peak temporal 

severe-weather climatology, and rule-of-thumb 

forecasting values.  Therefore, arguably the most 

effective forecasting technique is parameter 

evaluation using an ingredients-based approach 

advocated by Doswell et al. (1996).  Initially 

introduced to aid forecasters in predicting flash-
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flood events, this method assesses the 

ingredients that are necessary for deep, moist 

convection (DMC) and can be used to develop a 

set of variables that are necessary for DMC, 

based upon physical principles.  

 

Brooks et al. (2003b; hereafter B03) sought to 

understand the global distribution of severe 

DMC environments using an ingredients-based 

approach coupled with course-resolution global 

reanalysis data; however, no study has employed 

newer, high-resolution reanalysis datasets such 

as the North American Regional Reanalysis 

(NARR; Mesinger et al. 2006) to examine 

convective environments.  NARR permits 

researchers to examine historical DMC 

environments in more detail than ever before.  

NARR data are used in this research to examine 

the variability of potentially significant
1
 severe 

DMC environments across four DMC-active 

regions in the U. S.  In turn, this allows 

forecasters to understand the spatial and 

temporal aspects of DMC environments in their 

respective region.  A climatology of significant 

severe-weather ingredients for each of the four 

regions will promote discussion of 

inter/intraregional variability, as well as 

inter/intrannual variability in single domains.  

Comparisons of interregional variability allow us 

to see if trends are consistent across multiple 

domains.  Understanding this variability is vital 

for hypotheses about future organized DMC 

environments in various climate change 

scenarios.  In fact, the report of the 2002 IPCC 

Workshop on Changes in Extreme Weather and 

Climate Events (Brazdil et al. 2002) states that 

reanalysis techniques will be vital in determining 

how convective parameters vary and how they 

will affect future distributions of hazardous 

convective weather.   

 

2.  Background 

 

a. DMC environments 

 

Diagnostic parameters such as CAPE, 

convective inhibition (CIN), storm-relative 

helicity (SRH), 0ï6-km bulk wind difference 

(BWD), and lifting condensation level (LCL) are 

all useful in determining the potential for DMC 

(Rasmussen and Blanchard 1998; Rasmussen 

                                                           
1
 Significant severe weather is defined as hail 

at least 5 cm (~2 in.) in diameter, convective 

wind gusts Ó120 km h
-1
 (65 kt), or a tornado of at 

least EF2/F2 damage (Hales 1988). 

2003; Craven and Brooks 2004).  Essentially, the 

ingredients-based forecasting methodology 

(Doswell et al. 1996) uses parameters analyzed 

by forecasters in a prognostic sense through 

extrapolation and numerical weather prediction.  

Forecasters historically placed thresholds of 

these parameters on a composite chart (Miller 

1972; Crisp 1979) to represent the greatest threat 

for DMC.  Combinations of different ingredients 

found on composite charts and sounding 

presentations have been used to develop 

composite indices.  Composite indices often are 

employed in discriminating between atmospheric 

environments favorable for certain types of 

severe-weather events. 

 

Doswell and Schultz (2006) emphasize that 

forecasters must exercise caution when 

employing indices and parameters.  They argue 

that these indices seek to simplify the nonlinear 

atmosphere and should not be treated as a simple 

solution for where DMC will occur.  

Furthermore, it is vital to understand exactly 

which variables enter into the calculation of 

composite indices, and precisely how they are 

combined, in order to understand their strengths 

and weaknesses. 

 

Previous research has used various DMC 

ingredients to discriminate between significant-

severe and severe environments (B03), supercell 

and non-supercell environments (Thompson et 

al. 2003, 2007), and tornado and significant 

tornado environments (Thompson et al. 2003, 

2007).  This study uses results from B03 by 

using the product of CAPE and 0ï6-km BWD to 

determine a potentially significant severe-

weather environment.  In particular, B03 show 

that when the product of 100-hPa mixed-layer 

CAPE and 0ï6-km BWD is >20 000, the 

environment favors significant severe-weather 

events.  This composite index was chosen over 

other candidates because of its simple, yet 

effective, calculation of a potentially significant 

severe-weather environment for climatological 

purposes.  This study also incorporates CIN into 

the Craven and Brooks (2004) Significant 

Severe, or C composite index, to identify areas 

most favorable for significantly severe DMC.  

 

b. Geographic variation of DMC 

 

Lee (2002) showed that global reanalysis data 

provides a good approximation of severe-storm 

parameters when compared to collocated 

observed soundings. It is probable, but not 
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guaranteed, that other reanalysis datasets behave 

similarly.  If the NARR fails to reproduce 

convective variables accurately, then it is 

possible that plots presented herein could be 

inaccurate.  NAR has some documented biases, 

mainly corresponding to small temperature 

biases (Kennedy et al. 2011) and precipitation 

fields (Ruane 2010a; Ruane 2010b).   

 

B03 were first to use reanalysis data to 

approximate convective environments using an 

ingredients-based method.  Specifically, B03 

developed spatial distributions of global severe 

thunderstorm and tornado environments for the 

period 1997ï1999 using global reanalysis 

proximity soundings.  Since B03 considered only 

3 y, temporal aspects of convective environments 

were addressed in a later study by Brooks et al. 

(2007; hereafter B07).  B07 used 7 y of global 

reanalysis data to construct annual cycles of four 

convectively important variables.  These annual 

cycles provide insight into the mean convective 

season that a particular location may experience 

(e.g., high probabilities of severe storms during a 

focused part of the year, or lower probabilities of 

severe storms throughout the entire year). 

 

Both B03 and B07 suggest the need for more 

research using reanalysis.  For example, B03 

propose that it may be possible for reanalysis to 

address issues of spatiotemporal changes in the 

distribution of environments favorable for severe 

thunderstorms, and to provide a framework for 

investigating possible effects of climate change 

scenarios on severe thunderstorm distribution 

and frequency.  B07 began investigating this 

topic by addressing the current state of 

convective annual cycles, but additional research 

is needed to draw meaningful conclusions about 

future global convective regimes.  As illustrated 

in B03 and B07, the central U. S. is home to the 

one of the worldôs highest probabilities of 

significant-severe convective weather.  

Therefore, detecting changes or trends in the 

spatiotemporal distribution of convective 

environments in this region could have 

significant implications for such probabilities.  

 

3. Methods 
 

a. Data 
 

Stability and vertical wind-shear variables 

from the NARR were examined for 1980ï2009 

at 0000 UTC, to develop climatologies of 

environments favorable for significant severe-

weather events.  The NARR offers a consistent 

climate data suite for North America (Mesinger 

et al. 2006), and is preferred to global reanalysis 

data for this study, owing to its relatively high 

spatial resolution.   Native NARR gridded binary 

(GRIB) data has a horizontal grid spacing of 32 

km, and 45 vertical ů layers (Black 1994).  The 

NARR uses the 2003 operational Eta model as 

part of the assimilation cycle (G. Manikin 2010, 

personal communication).  In comparison, B03 

and B07 employed the U. S. National Center for 

Environmental Prediction (NCEP) and NCAR 

global reanalysis (Kalnay et al. 1996).  

 

The NCEP/NCAR global reanalysis used in 

B03 has 210-km horizontal grid spacing and 28 

vertical ů layers.  Although NARR resolution is 

superior, the domain only encompasses North 

America and thus does not allow for global 

environment examination. Furthermore, the 

NARR begin in 1979, 30 y later than the 

NCEP/NCAR global reanalysis.  For this study, 

the resolution benefits of the NARR outweighed 

the length of temporal record.  This study 

focuses on the most active organized DMC 

region in the world, justifying the highest spatial 

resolution data available to examine 

environments in greater detail. 

 

Calculation of a proximity C composite index 

in this study uses 0ï6-km BWD (derived by 

vertically interpolating winds at constant 

pressure levels to AGL height coordinates) and 

MUCAPE (directly available from the NARR 

dataset). The threshold for a significant-severe 

environment was computed as follows:  

 

0ï6-km BWD × MUCAPE = 20 000       (1) 

 

Note that this formula is different than that used 

in B03: 

 

2.86log(0ï6-km BWD) + 

1.79log(MLCAPE) = 8.36             (2) 

 

While these are qualitatively similar, the B03 

discriminator emphasizes shear more.  In 

addition, the B03 line is generally less than Eq. 

(1) and is more conservative in the depiction of 

significant-severe environments.  Depending 

upon the vertical profile, this difference could be 

important, particularly in low-CAPE situations.  

Thus, we refer to our index as a proximity C 

composite index in this manuscript. 

 



GENSINI AND ASHLEY  22 December 2011 

 

4 

NARR calculations of MUCAPE and 

MUCIN entail dividing the lowest 180-hPa of 

the atmosphere into six 30-hPa deep layers.  

Average physical properties then are computed 

for each 30-hPa layer.  Using properties of the 

30-hPa layer with the largest ɗe, MUCAPE and 

MUCIN are calculated (G. Manikin 2010, 

personal communication).  Therefore, some 

similarities exist between this definition of 

MUCAPE and MUCIN compared to 

conventional CAPE calculations for mixed-layer 

parcels.  Calculating CAPE using the virtual 

temperature correction is most appropriate 

(Doswell and Rasmussen 1994); however, 

theoretical parcel calculations in the NARR do 

not use it (G. Manikin 2010, personal 

communication).  From a climatological 

perspective, the calculations of CAPE and CIN 

from the NARR should not be a major source of 

error in the proximity C composite index 

calculation. 

 

The NCAR command language (NCAR 

2011) was used to post-process NARR files into 

netCDF format for ease of examination in a 

geographic information system (GIS).  Raster 

netCDF images were grouped by year and 

summed to create frequency climatologies for 

environments with MUCAPE Ó2000 J kg
-1
, 

MUCAPE × 0ï6-km BWD Ó20 000 (proximity 

C composite index), and MUCAPE × 0ï6-km 

BWD Ó20 000 in the presence of MUCIN Óï75 J 

kg
-1
.  The MUCIN Óï75 J kg

-1
 threshold was 

chosen based on results from Bunkers et al. 

(2010), who found that most significant-severe 

reports occurred in environments with MUCIN 

Óï75 J kg
-1
.  Next, raster files were organized by 

month to analyze the annual cycle.  Gridded 

significant-severe environments underwent two 

passes of a Gaussian (3 × 3) low-pass filter to 

help with revealing spatial patterns.  Readers 

should use caution when evaluating filtered data 

because spatial smoothing tends to mask fine-

scale details, while broad patterns are retained 

(Brooks et al. 2003a; Doswell et al. 2005; Ashley 

2007).  

 

b. Parameter variability 
 

Four spatial regions (Fig. 1) were identified 

to examine the regional variability of CAPE and 

the proximity C composite index.  The North 

American Albers Equal Area Conic projection 

was chosen to examine derived fields in order to 

compare regions of equal area.  Each region is 

roughly 1.6 × 10
6
 km

2
 and contains 1550 

reanalysis grid points.  Regional means were 

calculated for each year, smoothed with a 5-y 

running mean.  The domains were chosen 

arbitrarily to analyze if there were any latitudinal 

(e.g., region 3-to-1) or longitudinal (e.g., region 

1-to-2) shifts in regional trends of proximity 

significant severe-weather environments.   

 

Determining if there has been a shift in 

significant severe-weather environments over 

time would benefit assessment of climatological 

risk.  To investigate this, regional averages of the 

frequency of proximity composite C index 

values Ó20 000 were used.  Annual averages are 

then compared to the 1980ï2009 average to 

create departures from the 30-y mean.  This 

offers the opportunity to identify areas that may 

have been anomalously active (or inactive) in 

terms of severe weather in a given year. 

 

 
 

Figure 1: Four regions analyzed in this study: 1) 

Northern Plains; 2) Great Lakes; 3) Southern 

Plains; 4) Southeast. 

 
c. Comparison to reports 

 

In order to assess the validity of these 

environment climatologies, it is desirable to 

verify that they are capturing significant severe-

weather events.  First, significant severe-weather 

reports in a 6-h window from 2100ï0300 UTC 

for the period 1980ï2009 were queried from the 

SPCôs SVRGIS database (Smith 2006).  

Although there are many referenced issues with 

the severe-weather report database (e.g., Doswell 

and Burgess 1988; Grazulis 1993; Brooks and 

Doswell 2001; Brooks and Doswell 2002; 

Verbout et al. 2006; Doswell 2007), they are the 

only ground-truth report data available.  To gain 

a clearer picture of report frequency, smoothing 

in the form of a kernel density function was used 

at a 32-km grid spacing (same as the NARR), 
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and a 250-km search radius.  A kernel density 

function calculated the density of point features 

around each output raster cell.  The density at 

each cell then was calculated by adding the 

values of all the kernel surfaces where they 

overlay the raster circle center.  The kernel 

function used in this analysis is based on the 

quadratic kernel function described in Silverman 

(1986, p. 76, Eq. 4.5).  By comparison, a 

Gaussian kernel with approximately half that 

value for its s would have similar structure.  

Therefore, this is close to a 125-km Gaussian 

kernel, analogous to what was used in Brooks et 

al. (2003a). 

 

Maps then were compared subjectively to 

identify discrepancies or similarities between the 

frequencies of significant severe-weather reports 

and modeled significant severe-weather 

environments.  Because significant severe 

weather occurs in a variety of conditions and is 

dependent on more than just the variables 

examined in this study, it would be unwise to 

expect that the modeled environments herein 

capture all events.  Instead, of greater importance 

are the patterns and trends that may (or may not) 

be identified throughout the temporal period.  

Although outside the purpose of this study, a 

potential source for future research would be to 

examine other verification metrics (e.g., false-

alarm environments and reports that occur 

outside of significant-severe environments).  

 

4. Results 

 

a. CAPE 

 

Similar to results shown in B03 (cf. their Fig. 

6), most areas east of the Rocky Mountains 

experience five or more days per year with 

CAPE values Ó2000 J kg
-1 

(Fig. 2).  The 

frequency of days with CAPE values  

Ó2000 J kg
-1
 is maximized near the Gulf Coast, 

where the proximity to surface moisture plays a 

dominant role in creating large CAPE.  

 

 Of more significance is the annual cycle of 

these large-CAPE environments (Fig. 2 

animation).  During the winter months, large-

CAPE environments are most frequent near the 

Gulf of Mexico as moisture plays a larger role 

than typically weak mid-tropospheric lapse rates.  

As higher surface ɗe values begin to spread 

poleward in the spring, the juxtaposition of steep 

mid-tropospheric lapse rates from the elevated 

terrain to the west (i.e., Rocky Mountains, 

Mexican Plateau) and low-level moisture 

advected poleward from the Gulf of Mexico 

frequently creates large-CAPE environments 

during the spring and early summer across the 

Great Plains.  Such lapse rates characterize a 

feature known as the elevated mixed layer 

(Lanicci and Warner 1991).  July contains the 

onset of the southwest U. S. monsoon season 

(Douglas et al. 1993; Stensrud et al. 1995; 

Adams and Comrie 1997).  The increase in 

convection associated with the monsoon assists 

in mixing the troposphere and inhibits the 

formation of steep lapse rates over the elevated 

terrain.  By July and August, the highest 

frequencies of large-CAPE environments have 

shifted off the High Plains and into the eastern 

Great Plains and Mississippi Valley.  The 

northward shift of large-CAPE environments can 

be attributed primarily to the poleward 

progression of the polar jet stream.  It is also 

possible that transpiration from corn and soybean 

fields during the peak of the growing season 

(JulyïAugust) in the Midwestern Corn Belt acts 

to enhance near-surface moisture (Mahmood et 

al. 2008).  Although most of the Midwest 

averages one day in September with CAPE 

values Ó2000 J kg
-1
, frequencies quickly shift 

equatorward during October.   

 

b. Deep-layer shear 

 

McNulty (1978) emphasized the importance of 

mid- and upper-tropospheric wind maxima to 

DMC forecasting.  Although these local maxima, 

known as jet streaks, can be used to identify areas 

favored for DMC development (McNulty 1978; 

Maddox and Doswell 1982; Uccellini and 

Johnson 1979; Clark et al. 2009), they also assist 

in providing deep-layer wind shear necessary for 

the organization and sustenance of DMC 

(Doswell 2001).  Although many different layers 

over which wind shear is measured can be used as 

diagnostic parameters to discriminate supercells 

from nonsupercells (Ramsay and Doswell 2005; 

Houston et al. 2008), we use an 18 m s
-1
 (~35 kt) 

threshold for the 0ï6-km BWD based on results 

from Rasmussen and Blanchard (1998) and 

Rasmussen (2003). The annual cycle of 0ï6-km 

BWD Ó18 m s
-1
 mimics that of the Northern 

Hemisphere polar jet stream (Fig. 3 animation).  
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Figure 2: The average (1980ï2009) number of 0000 UTC soundings per year with MUCAPE values Ó2000 

J kg
-1
.  White ñ+ò indicates maximum grid-cell value.  Click image to enlarge.  Click here for an animation 

of the annual cycle of large CAPE environments. 

 

c. C composite index 

 

The combination of CAPE and deep-layer 

wind shear, as assessed via the C proximity 

composite index, discriminates well between 

severe and significant severe-weather 

environments (B03).  Similar, large-CAPE 

environments (Fig. 2) show some important 

differences from significant severe-weather 

environments (Fig. 4).  Many locations along the 

Gulf Coast that exhibited high frequencies of 

large-CAPE environments now illustrate reduced 

frequencies by including shear in the presence of 

CAPE.  From a large-scale perspective, adequate 

deep-layer shear environments tend to be most 

frequent in the eastern and northern U. S., 

whereas large-CAPE environments are most 

frequent in the south-central U. S.  As a result, 

the area most favored for significant severe 

weather occurs in the eastern Great Plains where 

these two ingredients frequently overlap.  

 

d. Regional variability 

 

When analyzing the 5-y significant severe-

weather environment running means, similar 

regional trends are found (Fig. 5).  First, all but 

Region 2 show a decreasing trend in the number 

of potentially significant severe-weather 

environments since the late 1990s.  Meanwhile, 

Region 2 has remained mostly unchanged.  

Although the trend for most regions is 

decreasing, it is not out of the range of earlier 

frequency values experienced in the early 1980s.  

Individual analysis of each variable and its 

contribution to the proximity C composite 

parameter indicates that CAPE is the main 

governing variable determining the frequency of 

significant-severe days.  With only a 30-y period 

of record, it is difficult to assess the significance 

of these trends.  A similar preliminary study 

(Gensini and Brooks 2008) using global 

reanalysis and a 49-y record showed comparable 

trends during the overlapping periods of record.  

It appears that the significant severe-weather 

environments Gensini and Brooks (2008) 

analyzed starting in the early 1970s peaked in the 

late 1990s, and has been declining since.  Still, it 

is unlikely that the current length of observed 

reanalysis can capture the natural variability 

in such environments.  For example, the small 

decline (from 15 to 10 environments y
-1

 

since 1999) is only over a 10-y period and likely 

not capturing true natural variability.  

http://ejssm.org/ojs/public/vol6-8/Figure2anim_files/Figure2anim.html
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Figure 3: 1980ï2009 average annual number of days with 0ï6-km BWD Ó18 m s
-1
.  White ñ+ò indicates 

maximum grid-cell value. Click image to enlarge.  Click here for an animation of the annual cycle. 

 

 
 

Figure 4: 1980ï2009 annual average number of 0000 UTC reanalysis grid points with proximity C 

composite index values Ó20 000 in the presence of CIN values Óï75 J kg
-1
.  White ñ+ò symbol indicates 

maximum grid cell value. Click image to enlarge.  Click here for an animation of the annual cycle of 

significant- severe environments in the presence of minimal CIN. 

http://ejssm.org/ojs/public/vol6-8/Figure3anim_files/Figure3anim.html
http://ejssm.org/ojs/public/vol6-8/Figure4anim_files/Figure4anim.html
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Figure 5: 1980ï2009 regional average comparisons of significant severe-weather environment frequencies 

(dashed). Fourth degree best-fit polynomials are plotted as solid lines. Units are environments y
-1
.  Click 

image to enlarge. 

 

Although regional mean analysis is useful to 

examine trends over time and allows one to 

compute an average with which to compare, 

departures and trends are occurring across 

numerous spatial and temporal scales.  In addition, 

the atmosphere is not restricted to a user-defined 

domain.  To illustrate this point, departure maps 

were created for a below- and above-average 

significant severe-weather environment year 

(Fig. 6).  In 1988 (Fig. 6a), a central U. S. 

drought leading to below-average surface 

moisture conditions, coupled with deep- layer 

wind shear displaced north into Canada 

(Trenberth et al. 1988; Trenberth and Guillemot 

1996) resulted in a large area experiencing 

below-average significant severe-weather 

environment frequency.  In contrast, 2001 

(Fig. 6b) was extremely active in terms of 

significant severe-weather environments, 

especially across the central and northern Plains.  

There were 1323 significant severe-weather 

reports in 2001, but only 447 in 1988.  Some of 

this difference could be due to changes in 

reporting efficiency (Fig. 7).  It is not the purpose 

of this study to examine environment anomaly 

correlation to any other convective variable(s).  

    
 

Figure 6: a) 1988 and b) 2001 significant severe-

weather environment departure from the 1980-

2009 annual average. Positive (blue)/negative 

(red) values correspond to above/below average 

departures respectively. Click image for 

animation.  
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Rather, this result demonstrates that even during 

spatially large below-average environment years, 

some locations still experience above-average 

frequencies and vice versa, illustrating the 

importance of understanding the difference in 

scale when examining severe convective 

environments. 

 

e. Comparison to reports 

 

Although the frequency of U. S. averaged 

potentially significant severe-weather 

environments decreased in the last 10 y of the 

data, there was a substantial increase in number 

of significant-severe reports and nearly a 

constant trend in significant-severe days (a day 

on which a significant-severe report occurred; 

Fig. 7).  When comparing the annual cycle of 

significant-severe environments (Fig. 4) to 

observed significant-severe reports (Fig. 8), two 

primary results were found: 1) the main areal 

axis coverage of significant severe-weather 

events is positioned in the same area as the main 

axis of potentially significant severe-weather 

environments; and 2) southern Plains significant-

severe environments are overestimated in a 

stepwise fashion roughly beginning south of 

Interstate 40 (blue dash denotes approximate 

location on Fig. 8) and again south of Interstate 

20 (red dash on Fig. 8).  Although it may seem 

trivial to explain this discrepancy as a result of 

comparison between different dataset types, 

there are a few other important points to 

mention.  First, as discussed in B03, 

environments presented herein are essentially 

times when the atmosphere is favorable for 

organized DMC, not implying that it necessarily 

wil l occur.  This index should not be used to 

forecast significant severe-weather occurrence; 

rather, it is beneficial in discriminating

 

 
 

Figure 7: Comparison of 2100ï0300 UTC significant severe-weather reports (bar; red), significant-severe 

days (blue; triangle) and U. S. averaged significant severe-weather environments (box; black).  ñBest-fitò 

lines are fourth degree polynomial functions.  Click image to enlarge. 
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Figure 8: 2100ï0300 UTC significant-severe reports (dots) and associated kernel density estimation (fill) 

for the period 1980ï2009. Blue and red dashed lines approximate the locations of Interstates 40 and 20 

respectively.  Scale refers to reports per km
2
 × 10

-4
. Click image to enlarge. Click here for an animation of 

the annual cycle of significant-severe reports.  

 

between potentially severe and significant-severe 

environments, as shown in B03. Mesoscale 

factors such as convective initiation are 

obviously important, but are not examined in this 

study owing to scale and variable issues with the 

dataset employed. Therefore, environments 

portrayed in this study do not produce severe 

reports equally.  For example, a large outbreak of 

significant severe weather on a given day may 

contribute greatly to the climatology of reports, 

but still would count as only one potentially 

significant severe-weather environment.   

 

One possible reason that significant-severe 

environments do not represent reports well in 

southern Texas could be the threshold used for 

CIN in the presence of proximity C composite 

index values Ó20 000.  Results from this study 

indicate that some of the largest decreases of 

potentially significant severe-weather 

environments, after incorporating CIN, were 

located in this region (not shown).  To address 

this issue further, 0000 UTC MUCIN from 

reanalysis and collocated observed soundings 

were compared during May for the period 2002ï

2010 for the upper-air site at Brownsville, TX. 

 

Figure 9: Box and whiskers plot of MUCIN error 

(J kg
-1
) between observed and NARR 0000 UTC 

reanalysis soundings during May for the period 

2002ï2010 at Brownsville, TX. The shaded box 

encloses the 25thï75th error percentiles 

(interquartile range).  Whiskers extend to the 

minimum and maximum values.  Median value 

is denoted by black hash mark.  Positive error 

values indicate an overestimation of MUCIN by 

the NARR. Click image to enlarge. 

 

 

  

http://ejssm.org/ojs/public/vol6-8/Figure8anim_files/Figure8anim.html


GENSINI AND ASHLEY  22 December 2011 

 

11 

 

 
 

Figure 10: Mean center analysis of potentially significant severe-weather environments for the period 

1980ï2009.  ñBest-fitò lines are fourth degree polynomial functions. Click image to enlarge. 

 

During this period, NARR soundings 

overestimated CIN by a mean value of 41 J kg 
-1
 

(Fig. 9).  While a robust, large-scale examination 

was not conducted, the results at least indicate 

that misrepresentation of CIN by the NARR 

could contribute to the discrepancy between 

proximity significant-severe environments and 

significant-severe reports.  A subjective look at 

various soundings from this analysis indicates 

that major errors in MUCIN can occur with 

sharp temperature changes between the vertical 

pressure levels resolved in the NARR.  A lack of 

event reporting also may contribute to this 

discrepancy, but the authors have not examined 

such an explanation due to the lack of a 

competing ground-truth report-assessment tool.  

  

Monthly significant-severe reports also were 

analyzed to assess the performance of potentially 

significant-severe environments throughout the 

annual convective cycle (cf. Figs. 4 and 8).  

During the cool-season months, the proximity C 

composite parameter Ó20 000 in the presence of 

minimal CIN has difficulty capturing events.  

First, there are few reports during the cool 

season, and these events usually involve strong 

synoptic-scale forcing (Galway and Pearson 

1981).  Therefore cool-season reports likely 

would show a weaker diurnal signature and be 

less likely to be represented by the 0000 UTC 

reanalysis environments.  These reports also may 

be grouped with synoptic-scale wind events, 

thereby not being individually classified in 

reporting databases (van den Broeke et al. 2005).  

In addition, cool-season events are 

climatologically characterized by a low-CAPE 

and high-shear environment (B07) that may not 

exceed the proximity C composite index 

threshold used.  Thus, this parameter should not 

necessarily be used to forecast a significant-

severe event, but rather, to discriminate between 

a potentially severe and significant-severe 

environment.  

  

During the warm season, the potentially 

significant severe-weather environment 
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climatology closely mimics the migration of 

significant severe-weather reports. In fact, a 

majority of significant severe-weather reports do 

coincide with the maximum frequency of 

significant severe-weather environments during 

AprilïSeptember (Figs. 4 and 8).  Presumably, 

this is because diurnally driven severe 

convection is captured adequately by the 0000 

UTC reanalysis used. The largest difference 

between observed reports and potential 

significant-severe environments during the 

annual cycle again appears in southern Texas.  

This may be a factor of lack of lifting 

mechanisms (e.g., frontal passages) in this area, 

as well as reasons previously discussed.  

Subjective analysis of a few specific reports that 

fell outside of the significant-severe environment 

threshold on given days were characterized by 

either very large CAPE values with little deep-

layer shear or vice versa. 

 

f. Mean center 

 

To assess whether potentially significant severe-

weather environments have shifted over the 30-y 

study period, annual mean-center analysis was 

conducted. The potentially significant severe-

weather mean center is the average x and y 

coordinate of all the annual environments for the 

conterminous U. S., weighted by the frequency 

of occurrence.  This is especially useful for 

tracking changes in a spatial distribution over 

time, or for comparing the distributions of 

different types of spatial datasets.  Mean-center 

analysis of potentially significant severe-weather 

environments suggests that there has been little 

to no change in the average position of the 

distribution (Fig. 10).  Similar results were found 

(not shown) when the mean-center analysis was 

restricted to the active severe convective months 

of April, May and June. 

 

5. Conclusions 

 

This study establishes a U. S. climatology of 

significant severe-weather environments for the 

period 1980ï2009 using reanalysis data.  This 

has been accomplished on a global scale for a 

shorter period, but no prior study has employed 

new, high-resolution reanalysis datasets, such as 

the NARR, to analyze convective environments.  

Although the potential exists for an increase in 

severe convective environments under future 

climate scenarios (Trapp et al. 2007; Van 

Klooster et al. 2009), results indicate that 

significant severe-weather environments have 

been quite variable over the 30-y period, leading 

to no significant trend.  To instill confidence in 

the climatologies presented herein, favorable 

significant-severe environments generated from 

reanalysis were compared to significant severe-

weather reports.  Unsurprisingly, potentially 

severe convective environments do not match 

reports.  Overestimation tends to occur, as this 

climatology contains environments favorable for 

significant-severe weather, not necessarily 

environments that actually will produce such a 

report.  Although difficult from a climatological 

perspective, future work should incorporate 

convective-scale lift into these types of 

climatologies, to better assess where severe 

convection may be favored.   

 

For most locations, significant-severe 

environments from reanalysis show a strong 

annual cycle similar to that of observed reports 

and thus serve as proxy of locations that would 

favor significant-severe weather during a given 

time of the year.  However, overestimations of 

significant-severe weather are most notable in 

southern Texas.   

 

Because of the inherent problems with the 

storm-reporting process and resultant database 

(e.g., Doswell and Burgess 1988; Grazulis 1993; 

Brooks and Doswell 2001; Brooks and Doswell 

2002; Doswell 2007), a better way to examine 

historical convective trends is by the use of 

environments that are known to favor severe 

convection via objective reanalysis techniques.  

Using methods similar to those herein, 

downscaling techniques similar to those used in 

Trapp et al. (2010), or other objective 

climatologies using remote sensing, are likely to 

aid in a better depiction of the climatology of 

significant-severe weather.   
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REVIEWER COMMENTS  

 

[Authorsô responses in blue italics.] 

 

We would like to thank all of the reviewers for their dedication to making this a better manuscript.  

Additionally, Roger Edwards deserves a big thank you for his e-mail responses and behind the scenes effort 

during the review process.     

 

REVIEWER A (Charles A. Doswell III):  

 

Initial Review: 

 

Recommendation: Accept with major revision. 

 

Overview:  This manuscript is certainly based on worthwhile work that ultimately deserves publication. 

Unfortunately, the presentation has a fairly large number of issues that need to be considered and I've done 

a lot of wordsmithing suggestions, as well. See the attached document.   

 

I would like to see the revised manuscript again. I'm leaning heavily toward acceptance, but I'd like to 

review the response by the authors. 

 

The authors wish to thank you for your constructive and careful review that has contributed to a much-

improved product.  We have made substantial changes, both in organization and wordsmithing, to the 

manuscript.  Only minor comments that were not accepted in the annotated version are elaborated on 

below.   

 

[Replies to minor comments omitted...]  

 

Substantive comments: 

 

Although my general reaction to this work is to be supportive, I find the presentation to be rather poorly 

executed.  Thereôs a host of distracting minor annoyances that by themselves are not major, but their 

number is a major problem.  This paper has the makings of an excellent contribution, but it definitely needs 

more work, both in wordsmithing and organizationally.  There are several conclusions that appear before 

the evidence has even been presented!  There are some generalizations that I donôt believe are justified.  

And so on.  I hope the authors will consider my suggestion for heavier smoothing of their spatial-field 

figures. 

 

It sounds as if this [C composite index] is yet another attempt at a ñmagicò parameter, again without any 

evident physical basis (as noted by Doswell and Schultz, 2007). 

 

The issues surrounding the use of a ñmagicò parameter from a forecasting perspective are discussed in 

section 2, including a reference to the mentioned article.  We argue that this is not a forecasting approach 

per say, rather, we are developing climatology of the environments shown in Brooks et al. (2003b) to 

statistically favor significant severe weather. The further incorporation of CIN in our calculation was 

necessary to represent environments most favorable for such events [Brooks et al. (2003b) was unable to 

use CIN because it was not readily available in the NCEP/NCAR global reanalysis.]  

 

Why would the region of highest frequency be most sensitive to climate change? 

 

Is it possible you have misinterpreted our statement? We are not stating that U.S. significant severe 

weather environments are most sensitive to climate change.  Rather, detecting statistically significant 

change in environment frequency would be easiest in a location that already observes a high frequency of 

said environments. Based on similar concerns from Reviewer D, we have opted to rework this sentence.  

 

Just how big a step is the difference between a 3-year and a 7-year study? 
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The temporal difference was not the main addition to Brooks et al (2007) from Brooks et al. (2003b). The 

emphasis in Brooks et al. (2007) was addressing the interannual variability of DMC ingredients for 

specific locations.   

 

What does ñconservativeò [smoothing] mean?  A 3 × 3 Gaussian filter is a pretty light smoother!  My 

notion of ñconservativeò smoothing would call for an even heavier filter and I believe the figures bear out 

my expectation of relatively ñnoisyò spatial contours!  Attempting to identify ñfine scale detailò in these 

fields is not justifiable, so Iôd recommend a heavier smoothing than the one used here. 

 

Yes, the term conservative was used rather loosely here.  We have re-filtered all of our data using a two-

pass scheme of the 3 × 3 Gaussian filter to produce less ñnoisyò spatial contours for all environments 

examined.  Care was taken to preserve data integrity while producing the smoothest fields possible.  Some 

of the shear fields may still seem a little noisy, but one has to remember that these fields were produced at 

a spatial resolution of 32 km.  Therefore, some of the ñnoiseò may rather be signal.  

 

Do you really think you could detect, with accuracy and reliability, a climate change over a 30-y period of 

record? 

 

Of course not.  Nor is that the purpose of that statement.   The idea here is that one may/may not be able to 

see a shift in severe weather environments over the 30-y period sampled. The reality is that the mean 

climatology of these environments is changing every day.  If there was a change, it could prove beneficial 

for interested parties, especially those who may use these results in conjunction with other reanalysis 

datasets that have a longer temporal record.   

 

Why [quadratic]?  There are many other choices, including the Gaussian. 

 

In this case, the choice was limited to quadratic as it is currently the only KDE available in our current 

version of ESRIôs ArcGIS 9.3.1. However, our 250-km search radius used with a quadratic function is 

analogous to the 125-km Gaussian kernel used in Brooks et al.(2003a).   

 

I donôt understand the intent of the disclaimer here [treating every forecast scenario separately].  To what 

extent does BWD alone serve as a proxy for environments capable of producing significant severe weather?  

This sweeping generalization with regard to BWD seems unwarranted to me, and issuing a disclaimer 

doesnôt justify the apparent claim.  There might be ways to describe the importance of BWD on its own, 

but this narrative fails to be even marginally convincing. 

 

After reexamining this section [4b. Deep-layer shear], we understand your concern.  We have modified this 

section to omit the last portion of the paragraph.  However, we would like to point out that the particular 

statement in question does not claim that BWD alone serves as a proxy for environments capable of 

producing significant severe weather.  Our statement is making the point that organized DMC will not 

occur in certain BWD regimes.   

 

[Overestimation of South Texas severe environments] is a big caveat that has not received herein the 

attention it deserves.  Although the NARR has more vertical levels than the NCAR reanalysis, it still is not 

likely to result in an accurate representation of CIN. 
 

We agree that it may not be the most accurate representation of CIN.  However, as you are likely well 

aware, the NARR (and other types of reanalysis datasets) provide the best guess of the atmospheric state at 

a historical time by assimilating many different sources into the calculation of such derived variables. 

 

[Minor comments omitted...] 
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Second and third review (green, combined due to dependent replies): 

 

Recommendation:  Accept with major revisions. 

 

[Minor comments omittedé] 

 

REVIEWER A (Charles A. Doswell III)  

 

General Comments: This paper continues to frustrate me, because I believe the authors have done 

worthwhile work, but the resulting manuscript has a number of important issues that need to be resolved.  I 

really want to recommend publication, but at this point, itôs simply not possible for me to do so. 

 

The authors would like to thank you for your careful review of the manuscript.  We were a little surprised 

by your responses during this round of revisions, as it was certainly not clear to us during the first round 

that you had so many ñmajorò issues with the paper.  In fact, you mentioned during the first round of 

reviews that you did not think any of your recommendations were necessarily major.  Nevertheless, we 

have tried to address all of your comments and incorporate them into the revised document.  Your review 

was certainly thorough and no doubt contributed to the quality of the manuscript.   

 

The ñmajorò annotation was not intended to imply that the comment necessarily was a major problem with 

the paper, but rather to distinguish it from comments that wouldnôt belong in the exchanges that will be 

published at the end of the final paper in EJSSM.  It was for the editors.  My apologies for this ambiguity. 

 

The intended meaning of ñto develop a theoretical modelò is ambiguous.  If by this the intent is a 

conceptual model of a favorable environment for severe weather, then this is precisely what ingredients-

based forecasting is intended to avoid!  To do this creation of a ñtheoretical modelò is simply another 

pattern added to the collection of patterns used in pattern recognition.  Ingredients-based forecasting uses 

ingredients that are necessary according to physical principles, not some ñtheoreticalò model. 

 

This section has been modified to remove ñtheoretical.ò 

 

The difficulty with this response is that it misses the point.  Ingredients-based forecasting is not associated 

with some sort of ñmodelò (whatever its character might be:  theoretical, conceptual, statistical, etc.).  

Rather, itôs based on what are known to be necessary for the event in question to occur.  Imposing a model 

of any sort on the process is contrary to the intent of ingredients-based forecasting. 

 

CAPE is a nonlinear combination of the two proper ingredients:  moisture and conditionally unstable lapse 

rates.  Thus, itôs not a proper ingredient!  Thereôs nothing wrong with using it in the way Harold et al. have 

done, but if this distinction isnôt made clearly, then people will continue to misunderstand what 

ñingredients-based forecastingò means. 

 

Good point.  We agree that it is important to note (especially in this case) that CAPE is not an ingredient 

per se.  Rather, it is potluck of other necessary thermodynamic characteristics that enhance the potential 

for theoretical updraft velocity.    

 

See my first comment. 

 

Unfortunately, Iôm going to have to be convinced that the relatively coarse vertical resolution of the NARR 

data permits a meaningful, reasonably accurate estimate of CIN.  I donôt think having 45 instead of 28 

layers represents an important difference.  I know Harold felt that CIN couldnôt be estimated effectively 

with the global reanalysis and I donôt think it can be done using the NARR, either. 

 

We disagree with this.  The differences between the vertical and horizontal resolutions of the NCEP/NCAR 

Global Reanalysis and NCEPôs NARR are quite different.  It is worth noting that the additional levels are 

maximized in the lowest levels of the model sigma coordinates.  Additionally, the RMSE for many of the 

variables (see http://www.emc.ncep.noaa.gov/mmb/rreanl/narr.ppt) is smaller. However, this indeed is 

http://www.emc.ncep.noaa.gov/mmb/rreanl/narr.ppt
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much of the reason why we only chose to look at 0000 UTC; when upper air observations were available to 

supplement the initialization of the ETA model.     

 

I donôt see how anything in this response can be used to provide convincing evidence of a substantial basis 

for the authorsô disagreement.  By this I mean direct validation that CIN as determined directly from 

observed soundings is reasonably accurately reproduced by the pseudo-soundings based on the NARR data.  

Absent such a demonstration, the authors are, of course, free to disagree, but they have failed to convince 

me. 

 

Itôs disturbing that this important piece of background information [global reanalysis data as a good 

approximation of severe-storm parameters compared to collocated observed soundings] is documented 

herein using only substandard publication (Lee 2002)! 

 

Perhaps the reviewer or interested readers would be interested in examining convective variable 

relationships between collocated observed and reanalysis soundings with the authors?  We have only taken 

the first steps in order to look into some of these values, but certainly not in enough detail for publication 

purposes.   

 

This continues to be a weak point in this presentation. 

 

If you believe this [NARR CAPE and CIN should not be a major source of error in the C composite index] 

to be the case, why even bother mentioning the virtual correction? 

 

While it may not be a large source of error from a climatological perspective, we felt it was worth 

mentioning as a general caveat to this CAPE climatology (at least for the readerôs sake).   

 

I still donôt see the point. 

 

A 3x3 Gaussian filter is a pretty light filter and that conclusion is evident in your figures, showing a lot of 

high-wavenumber noise still retained in the fields.  Your cautionary statement to your readers is a perfect 

example of a strong bias I feel is common in meteorologyˈmany of us wish to see either the raw data (full 

of all sorts of noise), or data only very lightly smoothed so we can see the ñdetailò.  A significant amount of 

the ñdetailò in meteorological data is simple noise (either sampling error or instrument error, or both).  In 

the case of model fields, there are other sources of error.  Meteorologists often want to retain as much detail 

as possible, even though the results contain a lot of physically meaningless variability (noise!).  I assert that 

your fields need more smoothing, not less! 

 

This has become a struggle for us, as one reviewer has suggested that all of the fields stay in the native 

NARR resolution as to take full advantage of the high-resolution motivation we discussed in the 

Introduction.  We assert that our fields have already undergone substantial smoothing from their native 

resolution, and that this comes down to personal preference and ñvisual displayò of the data.  This is 

shown by a ñrawò version of our Fig. 2 below. We have tried to keep both reviewers happy by coming to a 

happy medium that has left the departure of significant severe environments at the native resolution of the 

NARR, and have left our CAPE/Shear fields smoothed.  While this is not likely to please everyone, it 

appears to be a solid compromise. 
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The fact that this is a struggle for the authors is not of concern to me.  Regardless of the assertions of the 

authors, one need merely to look at the fields presented to see that they contain spatial features that are 

unsupportable by the data.  The ñrawò figure certainly is pixelated, but the ñsmoothedò version validates 

my concerns for the ñdetailsò of the fields.  I understand that to some extent, this is a matter of opinion, and 

the authors are entitled to theirs.  The authors seem to have taken an adversarial positionˈmy intention 

with this criticism is to help the authors produce a better paper.  If they insist on publishing figures with 

analyses that show unsupportable ñdetailò, then theyôre free to do so.   If they were to show the ñrawò 

fields, Iôd actually be happier than I am with this feeble attempt at smoothing. 

 

[A 5-y running mean] is a pretty primitive temporal filter for a time series.  Itôs often used because itôs 

simple (Iôve done so!), but it doesnôt usually give aesthetically pleasing results.  A wider Gaussian filter 

provides a much smoother result and if you extract any small linear trend, you can repeat the data series 

beyond both the endpoints to obtain a smoothed version all the way to the endpoints.  I can provide details, 

if you wish. 

 

In an effort to produce such results, we have fit all of our graphs with fourth degree polynomials.  The text 

has been modified accordingly.  

 

As I noted earlier, an assessment of [a shift in significant severe weather environments] over a 30-yr period 

is not likely to offer much insight into the impact of changing climate on the severe weather environment. 

 

We agree with this statement. However, at the least, we have been able to create a climate normal for the 

past 30-years in which comparisons can be made for future climate simulations.   

 

When I look at, say, Fig. 2, it definitely appears to me that the contours are not as smooth as those 

presented in Brooks et al. (2003a).  Hence, Iôm inclined to dispute [that the figure is analogous to that of 

Brooks] and would like to see a comparison of the response functions for the filter used here and that used 

in Brooks et al. (2003a). 

 



GENSINI AND ASHLEY  22 December 2011 

 

21 

In fairness, Iôm sure you have examined Brooks et al. (2003b).  This work is much more comparable to the 

work presented in this manuscript (see figure below).  There are other spatial filtering techniques (similar 

to ones used in our Fig. 8) that can be used on scattered vector based spatial data.  Since we used gridded 

raster products (produced in netCDF format from the NARR), we were limited in the spatial filtering 

approaches we could use.  In short, we think the filtering presented represents a reasonable representation 

of the ñtruth.ò   

 

 
 

[Fig. 3] shows even more noise than Fig. 2, likely because vertical shear is a noisier variable (involving a 

vertical derivative) than CAPE (involving a vertical integral). 

 

Exactly.  Not much we can say other than some of the noise may be signal. 

 

That statement is, taken at face value, an oxymoron.  When the analysis permits unresolved features to be 

retained, then the fact that some of that might be ñsignalò is irrelevant.  As noted above, Iôd prefer ñrawò 

data to this inadequately smoothed version.  The comparison with Fig. 6 from Brooks et al. (2003) is 

entirely inappropriate because this particular figure shows unsmoothed results from a coarse grid.  I was 

referring to the contoured figures in that paper, of course. 

 

[Fig. 4] illustrates the usual noise problems, but most significantly, it also shows very clearly the 

inadequacy of the CIN estimates in the C-index to control the CAPE contribution.  If you compare Figs. 2 

and 3, itôs quite evident that the best combination of CAPE and shear will exclude the maximum in CAPE 

in south TX and can be found in the central Great Plains.  Your C-index fails to demonstrate properly what 

your data show.  Compare this to Fig. 8, for instance. 

 

We disagree. In our opinion, this is a misinterpretation of Fig. 4.  If you look at the annual cycle, you will 

see that the reason southern TX shows a peak is due to favorable CAPE/CIN combinations in the cool 

season.  Furthermore, examining variables separate from one another (as you mentioned by comparing 

Fig. 2 and 3) can be misleading.  Remember that it does not really matter if shear is present but CAPE is 

not, or vise-versa.  Perhaps the number of times CAPE and shear is juxtaposed is quite different!     

 

I maintain that itôs likely that the CIN variable is not being represented adequately by the NARR gridded 

fields.  If you believe the problem is that Iôve not seen the variables (CAPE, shear, and CIN) together, then 

perhaps it would be best to show them together.  Until I see some evidence to the contrary, Iôll continue to 

suspect that the prevalence of apparently favorable environments far into south TX is likely the result of 

that problem.  Since the observed severe weather doesnôt peak in far south TX, it seems quite unlikely that 

a variable purporting to define severe weather-favorable environments that does peak in that area is 

working as it should.  There must be some explanation for its failure in this regardðif itôs not the vertical 

resolution affecting the CIN estimates, there has to be answer.  If the authorôs canôt provide one, then that 

needs to be made clear in the text.  Unless the authors are willing to provide appropriate caveats to 

accompany this figure, I canôt recommend publication. 
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Even a 49-y record is pretty limited in what it can show about climate change.  30-y averages are the 

ñindustry standardò for what is ñnormalò and so if you wanted to say something about how ñnormalò is 

changing, youôd need a 60-y record as a bare minimum, and it wouldnôt be very enlightening.  Hence, the 

[trends here comparable to those in Gensini and Brooks (2008)] sentence probably needs to be more 

cautiously stated than it is now. 

 

This is a fair statement.  We have softened up the wording.   

 

Re- "Even during spatially large below-average environment years, there are still locations that experience 

above-average frequencies and vice versa, illustrating the importance of understanding the difference in 

scale when examining severe convective environments."  I understand what is being said here, and agree 

with it fully, but it seems to me that this begs further explanation.  It might be better to omit this entirely, 

rather than to mention it but not give it adequate treatment. 

 

Since we have added all of the departure years to the animation in Fig. 6, we have left this statement as-is.  

However, we are willing to delete it if you strongly feel it should not be included.  

 

I think the discrepancy [severe environments highly overestimated south of Interstate 20 in Texas] is a 

consequence of your use of the C-index!  You seem to be indulging in a kind of hand-waving, even to the 

point of suggesting itôs ñtrivialò to even suggest comparing the two maps.  I donôt think this discrepancy is 

trivial at all ï it begs a resolution. 

 

We are confused by this comment.  We also argue that this is not ñtrivial.ò  Perhaps you misunderstood the 

context of the sentence.  For example, we state that: 

 

ñIt is stressed that this particular index should not be used to forecast significant 

severe weather occurrence; rather, this index is beneficial in discriminating between 

potentially severe and significant severe environments as shown in B03. Mesoscale 

factors such as convective initiation are obviously important, but are not examined in this 

study owing to scale and variable issues with the dataset employed.  Therefore, 

environments portrayed in this study do not produce severe reports equally.  For 

example, a large outbreak of significant severe weather on a given day may contribute 

greatly to the climatology of reports, but would still only count as one potentially 

significant severe weather environment.ò      

 

This is a very different argument than that which concerns me.  Using this index to forecast would have the 

usual challenges associated with any such index, about which Iôve written.  Rather, the arguments that 

concern me are about the discrepancies between the climatology of the observations versus the climatology 

of the C-index.  This discrepancy is glaring and, while I have offered what I believe might be an 

explanation, either some convincing explanation should be presented or the deficiency of the C-index needs 

to be acknowledged. 

 

If [a more representative climatology could be made with CIN thresholds of ï50 to ï25 J kg
-1
], why was 

this not done? 

 

It was not done because results from Bunkers et al. suggested that ï75 J kg
-1
 would be the best choice for a 

threshold.  We have removed this wording from the manuscript.   

 

Itôs beginning to look rather bleak for your C-index, in my opinion.  A lot of this discussion seems 

determined to save the appearances and rationalize its inadequacies, rather than acknowledging that the 

wrong parameter may have been used. 

 

Thatôs quite a claim.  Based on results by Brooks et al. 2003b, this parameter certainly shows skill of 

discriminating between severe and significant severe environments.  Climatologically speaking, we 

disagree with your notion that the C-index is not useful for delineating regions that favor significant severe 




