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ABSTRACT

This study establishesld. S. climatology of potentially severe convective environments for thg 30
period 19802009 from the North American Regional Reanalysis. Variability of environments sumgporti
significant severe weathds examined for four active seveneather regions in the Us. Regional
comparisons illustrate potentially significas#vere environments varied greatlyoth spatially and
temporally over the 3§ period of record The spatial and teporal distributions ofignificant severe
weatherenvironments andeportsare subjectively examined for comparison purpo$ésile one has to be

cautious when

linking environments angkports average calculatedsignificant severeweather

environmentsshow similarities tothe annual cycle of significargevereweatherreports. Additionally,

mean center analysis indicates that there is no significant shift in the average position of these

environments during the period of record.

1. Introduction

The 32y period 19802011 exhibited 110
weathefrelated disasters causing damages
totaling over one billion dollars (NCDC 2011).
Of those, about 30% (32 disasters) were the
result of severe thunderstorms. While events of
this magnitide only occur on average once per
year, the impacts are realized at regional scales.
For instance, recent severe thunderstorms in
April 2011 spawned tornadoes responsible for
$17.3 billion in damages and over 350 fatalities
across 20 statesThe increasng trend of losses
from severe thunderstorms (Changra@®1) and
tornadoegBrooks and Doswell 2001; Changnon
2009)can be attributed to societal and economic
changes rher than an increase in event
frequency (Bouwer 2011). However, recent
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research has indicatethat the potential for
severe thunderstorm environments may increase
under future anthropogenic emissions scenarios
(Trapp et al. 2007; Van Klooster and Roebber
2009). The combination of increasing societal
vulnerability (Cutter et al. 2003) and severe
thunderstorm environment frequency may lead to
greater severe thunderstorm hazard impacts in
the future.

Forecastingsevereweather events involves
techniques such as pattern recognition,
climatology, and parameter evaluation (Johns
and Doswell 1992). Hower, since pattern
recognition and climatology are based on
forecaster experience and climatological
averages, thegan fail in atypical circumstances.
Routinely, events occur that lie outside of classic
spatial severeweather patterns, peak temporal
sevee-weather climatology, and rulef-thumb
forecasting values. Therefore, arguably the most
effective forecasting technique is parameter
evaluation using an ingredierteised approach
advocated by Doswelét al. (1996). Initially
introduced to aid forecters inpredicting flash
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flood events, this method assesses the
ingredientsthat are necessary fordeep, moist
convection (DMC)and can be use develop a
set of variables that areecessary for DMC
based upon physical principles.

Brookset al.(2003; hereafter BOBsoughtto
understand the global distribution cfevere
DMC environments using an ingrediefitased
approach coupled with coursesolution global
reanalysis data; however, no study has employed
newer, high-resolution reanalysis datasetsclsu
as the North American Regional Reanalysis
(NARR; Mesinger et al. 2006) to examine
convective environments. NARR permits
researchers to examinehistorical DMC
environments in more detathan ever before
NARR dataareused in this research to examine
the variability of potentially significahtsevere
DMC environments across four DM&ttive
regions in theU. S. In turn, this allows
forecasters to understand the spatial
temporal aspects of DMEnvironmers in their
respective regian A climatology of significant
severeweatheringredientsfor each of the four
regions  will promote discussion of
inter/intraregional  variability, as well as
inter/fintrannual variability in single domains.
Comparisons of interregional variability allow us
to see if trend are consistent across multiple
domains. Understandingtts variability is vital
for hypotheses about future organized DMC
environments in various climate change
scenarios In fact, the report of the 2002 IPCC
Workshop on Changes in Extreme Weather and
Climate Events Brazdil et al. 2002) states that
reanalysis techniques will be vital in determining
how convective parameters vary and how they
will affect future distributions of hazardous
convective weather

and

2. Background
a. DMC environments

Diagnastic parameters such as CAPE
convective inhibition (CIN), stormrelative
helicity (SRH), 0i6-km bulk wind difference
(BWD), and lifting condensation level (LCL) are
all useful in determining the potential for DMC
(Rasmussen and Blanchard 1998; Rasmussen

! Significant severe weather is defined as hail
at least 5 cm (~2 in.) in diameter, convective
windgus s O1 2865 K)nor ahtornado of at
least EF2/F2 damageléles 1988
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2003; Craven and Brooks 2004). Essentially, the
ingredientsbased forecasting methodology
(Doswell et al. 1996) uses parameters analyzed
by forecasters in a prognostic sense through
extrapolation and numerical weather prediction.
Forecastershistorically placed thresholds of
these parameters on a composite chart (Miller
1972; Crisp 1979) to represent the greatest threat
for DMC. Combinations of different ingredients
found on composite chartsand sounding
presentations have been used to develop
composite mdices. Composite indicaxften are
employedin discriminaing between atmospheric
environments favorable for certain types of
severeweatherevents.

Doswell and Schult{2006) emphasize that
forecasters must exercise caution when
employing indices andgrameters. They argue
that these indices seek to simplify the nonlinear
atmosphere and should not be treated as a simple
solution for where DMC will occur.
Furthermore, it is vital to understand exactly
which variablesenter into the calculation of
compaite indices and precisely how thegre
combined in order to understand their strengths
and weaknesses.

Previous research has used various DMC
ingredients to discriminate between significant
severe and severe environments (B03), supercell
and nonsuperell environments (Thompson et
al. 2003, 2007), and tornado and significant
tornado environments (Thompson et aD03,
2007). This study uses results from B0O3 by
using the product of CAPE artil 6-km BWD to
determine a potentially significantsevere
weathe environment. In particular, BO3 show
that when the product of 1dPa mixedayer
CAPE and 06-km BWD is >20 00Q the
environment fava significant severeweather
events This composite index was chosen over
other candidates because of its simple, yet
effective, calculation of a potentially significant
severeweather environment for climatological
purposes.This study also incorporates CIN into
the Craven and Brooks (2004) Significant
Severe, or C composite index, itentify areas
most favorable fosignificantly severe DMC.

b. Geographic variation of DMC

Lee (2002) showed thgtobalreanalysis data
provides a good approximation eéverestorm
parameters when compared teollocated
observed soundings. It iprobable but not
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guaranteed, that otheeanalysis datasets behave
similarly. If the NARR fails to reproduce
convective wariables accurately then it is
possible that plots presented herein could be
inaccurate NAR hassome documnted biases,
mainly corresponding tosmall temperature
biases(Kennedy et al. 2011) and precipitation
fields (Ruane 2010a; Ruane 2010b).

B03 were first to use reanalysis data to
approximate convective environments usiug
ingredientsbased method Specifically, B03
developed spatial distributions of global sever
thunderstorm and tornadangronments for the
period 19971999 using global reanalysis
proximity soundings.Since B0O3 considered only
3y, temporal aspects of convective environments
were addressed in a later study by Broeksl.
(2007; hereafter BO7) BO7 used? y of global
reanalysis data to construct annual cycles of four
convectively important variables. These annual
cycles provide insight into the mean convective
season that a particular location may experience
(e.g., high probabilities of seveestoms during a
focused part ofhe yeay or lower probabilities of
severe stormthroughout the entire year).

Both BO3 and B0O7 suggest the need for more
research using reanalysis. For example, B03
propose that it may be possible for reanalysis to
addess issues odpatiotemporathanges in the
distribution ofenvironments favorable farevere
thunderstormg, and to provide a framework for
investigating possible effects of climate change
scenarios on severe thunderstorm distribution
and frequency BO7 hkegan investigating this
topic by addressing the current state of
convective annual cycles, batlditionalresearch
is needed talraw meaningful conclusiorebout
future global convective regimes. As illustrated
in BO3 and BO7, the centrél. S.is home tathe
one of thewor | doés hi ghest
significantsevere convective weather.
Therefore, detecting changes or trends in the
spatiotemporal  distribution of convective
environments in this region could have
significant implications for such probiibes.

3. Methods
a. Data

Stability and vertical windshear variables
from the NARR were examined for 1982009
at 0000 UTGC to develop climatologies of
environments favorable for significarstevere
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weatherevents. The NARR offers a consistent
climate data suite for North America (Mesgjer

et al.2006) and is preferred to global reanalysis
data for this studyowing to its relatively high
spatialresolution. NativéNARR gridded binary
(GRIB) data has a horizontglrid spacingof 32
km, and 45 vertical U layers (Black 1994) The
NARR uses the 2003 operational Etedel as
part of the asmilation cycle (G. Manikin 2010,
personal communication). In comparison, B03
and BO7 employed the &. National Center for
Environmental Prediction (NCEP) and NR
global reanalysis (Kalnagt al. 1996).

The NCEP/NCAR global reanalysis used in
BO3 has210-km horizontal gridspacingand 28
vertical 0 layers. AlthoughNARR resolution is
superior, the domain only encompasses North
America and thus does not alloverf global
environment examination. Furthermore, the
NARR begin in 1979, 30 y later than the
NCEP/NCAR global reanalysis. For this study,
the resolution benefits of the NARR outweighed
the length of temporal recard This study
focuses on the most active rganized DMC
region in the wod, justifying the highesspatial
resolution data available to examine
environments in greater detail.

Calculation of a proximity C composite index
in this study usesi®km BWD (derived by
vertically interpolating winds at constant
pressure levels to AGL height coordinates) and
MUCAPE (directly available from the NARR
dataset). The threshold for a significaetvere
environment was computed as follows:

07 6-km BWD x MUCAPE =20 000 (1)

Note that thisormulais different thanthat used
in BO3:

probabilities of

2.86log(@ 6-km BWD) +
1.79logML CAPE) = 8.36 2

While these are qualitatively similathe B03
discriminator emphasizes shear more. In
addition,the BO3 line is generally leghanEq.

(1) and is more conservasvin the depiction of
significantsevere environments. Depending
uponthe vertical profile, this difference could be
important, particularly in lowCAPE situations.
Thus, we refer to our index as paoximity C
composite index in this manuscript.
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NARR cdculations of MUCAPE and
MUCIN entail dividing thelowest 186hPa of
the atmosphere into six 3tPa deep layers
Averagephysical propertieshen are computed
for each 36hPa layer. Using properties ofhie
30-hPalayer with the largestl, MUCAPE and
MUCIN are calculated (G. Manikin 2010
personal communication) Therefore some
similarities exist between this definition of
MUCAPE and MUCIN compared to
conventional CAPE calculations for mixéaiyer
parcels. Calculating CAPE using theinual
temperature correctionis most appropriate
(Doswell and Rasmusserl994) however,
theoretical parcel calculations in the NARR do
not use it (G. Manikin 2010, personal
communication). From a climatological
perspective, the calculations of CAPE aniiNC
from the NARR should not be a major source of
error in the proximity C composite index
calculation.

The NCAR command languagéNCAR
2011)was used to pogirocess NARR files into
netCDF format for ease of examination in a
geographic information systerfGIS). Raster
netCDF images were grouped by year and
summed to create frequency climatges for
environments with MU C AP E 0002 Ky,
MUCAPE x0i6-k m B WD 000 Pi@ximity
C composite index and MUCAPE x Oi 6-km
BWD O2 (nthe présence of MUCIKN 75 J
kg'. The MUCIN O'75 J kg threshold was
chosen based on results froBunkers et al.
(2010) who found that most significargevere
reports occurred in environments with MUCIN
Q75 J kg". Next, raster filesvereorganized by
month to analyze the rmual cycle. Gridded
significantsevere environmentanderwent two
passes of &aussian (3 x 3) loyass filter to
help with reveaing spatial patterns. Readers
shoulduse cautiorwhen evaluating filtered data
because spatial smoothing tends to mask- fine
scale details, while broad patterns are retained
(Brookset al.2003a; Dosweletal. 2005; Ashley
2007).

b. Parameter variability

Four spatial regions (Fig. Were identified
to examine the regional variability of CAPE and
the proximity C compositendex. The North
American Albers Equal Area Conic projection
was chosen to examine derived fields in order to
compare regions of equal area. Each region is
roughly 1.6 x 10 km? and contains 1550
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reanalysis grid points. Regional means were
calculated foreach year, smobéd with a 5y
running mean. The domains wemhosen
arbitrarily to analyze if theravereany latitudinal
(e.g., region 30-1) or longitudinal (e.g., region
1-to-2) shifts in regional trends of proximity
significantsevereweatherenvironments.

Determining if there has been a shift in
significant severeweather environments over
time wouldbenefitassessment of climatological
risk. To investigate this, regional averages of the
frequency of proximity composite C index
val ues O 0sed0 Brhualvaegerages are
then comparéd to the 19802009 average to
create departures from the -$0mean. This
offers the opportunityo identify areas that may
have been anomalously active (or inactive) in
terms of severe weather in a given year.
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Figure 1 Fourregions analyzed in this study)
Northern Plains; 2) Great Lakes; 3) Southern
Plains; 4) Southeast.

c¢. Comparison to reports

In order to assess the validity of these
environment climatologies, it is desirable to
verify that they are cdpring significantsevere
weatherevents. First, significargevereweather
reports in a éh window from 21000300 UTC
for the period 1982009 were queried from the
SPCO6s SVRGI S dat abase
Although there are many referenced issues with
the severeweatherreport database (e.g., Doswell
and Burgess 1988; Grazulis 1993; Brooks and
Doswell 2001; Brooks and Doswell 2002;
Verbout et al. 2006; Doswell 2007), they are the
only groundtruth report data availableTo gain
a clearer picture of reportéfquency, smoothing
in the form of a kernel density function was used
at a 32km grid spacing (same as the NRR

( Smi
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and a 25e&km search radius.A kernel density
function calculatel the density of point features
around each output raster celllhe density &
each cellthen was calculated by adding the
values of all the kernel surfaces where they
overlay the rastercircle center. The kernel
function used in this analysiss based on the
guadratic kernel function described in Silverman
(1986, p. 76,Eq. 4.5). By comparison, a
Gaussian kernel with approximately half that
value for its s would have similar structure.
Therefore, this is close to a 1R& Gaussian
kernel,analogougo what was used in Brooks et
al. (2003a).

Maps thenwere comparedsubjectively to
identify discrepancies or similarities between the
frequencies of significargdevereweatherreports
and modeled significant severeweather
environments. Because significant severe
weather occurs in a variety of conditions and is
dependent on more thajust the variables
examined in this study, it would be unwise to
expect that the modeled environments herein
capture all events. Instead, of greater importance
are the patterns and trends that may (or may not)
be identified throughout the temporal period
Although outside the purpose of this study, a
potential source for future research would be to
examine other verification metrice.g, false
alarm environmentsand reports that occur
outside of significansevere environments).

4. Results
a. CAPE

Similar to results shown in BO3 (cf. their Fig.
6), most areas east of the Rocky Mountains
experience five or more days per year with
CAPE values ©OZFg0 Q). Jhe k g
frequerty of days with CAPE values
O P00 J kg is maximized near the Gulf Coast,
where the proximity to surface moisture plays a
dominant role in creating large CAPE.

Of more significance is the annual cycle of
these largeCAPE environments (Fig. 2
animation). During the winter months, large
CAPE environments are most frequent near the
Gulf of Mexico as moisture plays a larger role
than typically weak midropospheric lapse rates.
As higher surfaced, values beginto spread
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polewardin the spring the juxtaposition of steep
mid-tropospheric lapse rates from the elevated
terrain to the west (i.e., Rocky Mountains,
Mexican Plateau) and Iolevel moisture
advected polewardrom the Gulf of Mexico
frequently creates itge-CAPE environments
during the spring and early summer across the
Great Plains. Such lapse ratescharacterize a
feature known as theslevated mixed layer
(Lanicci and Warner 1991). Julgontainsthe
onset of the southwedt. S. monsoon season
(Douglas et al. 1993; Stensrudet al. 1995;
Adams and Comrie 1997).The increase in
convection associated with the monsassists

in mixing the troposphere andnhibits the
formation of steep lapse rates over the elevated
terrain By July and August, the highest
frequencies of drgeCAPE environments have
shifted off the High Plains and into the eastern
Great Plainsand Mississippi Valley. The
northward shift of largegCAPE environments can
be attributed primarily to the poleward
progression of the polar jet stm@. It is also
possible thatranspiration from corn and soybean
fields during the peak of the growing season
(Julyi Augus) in the Midwestern Corn Belt acts
to enhance neasurface moisture (Mahmood et
al. 2008). Although most of the Midwest
averages oneday in September with CAPE
val u J®&P frequencies quickly shift
equatorwardluring October.

b. Deey-layer shear

McNulty (1978) emphasizethe importance of
mid- and uppetropospheric wind maxima to
DMC forecasting. Although these local maxima,
known as jet streaks, can be used to identify areas
favored for DMC development (McNulty 1978;
Maddox and Doswell 1982; Uccellini and
Johnsonl979; Clark et al2009) they also assist

in providing deegdayer wind shear necessary for
the organization and demance of DMC
(Doswell 2001). Although many different layers
over which wind shear is measured can be used as
diagnostic parameters to discriminate supercells
from nonsupercells (Ramsay and Doswell 2005;
Houston et al. 2008), we use an 18 (<35 kt)
threshold for the i06-km BWD based on results
from Rasmussen and Blanchard998) and
Rasmussen (2003Yhe annual cycle ofi®-km
BWD O1 8" mimicssthat of the Northern
Hemisphere polar jet stream (FigaBimation).
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Figure 2 Theaverage (198® 0 0 9 )
Jkgt. Whi t e
of the annual cycle of large CAPE environments

c. C composite index

The combination of CAPE and delgyer
wind shear,as assessed via the C proximity
composite index, discriminas well between
severe and significant severeweather
environments (BOB  Smilar, largeCAPE
environments (Fig.2) show some important
differences from significant seweweather
environments (Figd). Manylocations along the
Gulf Coast that exhibited high fjeencies of
large CAPE environmentaow illustrate reduced
frequenciesy including shear in the presence of
CAPE. From a largescale perspective, adequate
deeplayer shear environments tend to be most
frequent in the eastern and northeth S.,
whereas drgeCAPE environments are most
frequent in the soutbentral U.S. As a result,
the area most favored for significant severe
weather occurs in the eastern Great Plains where
these two ingredients frequently overlap.

d. Regional variability
When analying the 5-y significant severe

weather environment running means, similar
regional trends are found (Fig. 5). First, lalit

number
fi + dnaximurd gridcalltvaug. Click image to enlarge. Clidkerefor an animation

of 0000 UTC soun@iOhgs per

Region 2 show a decreasing trend in the number
of potentially significant severeweather
environments since the late 1990s. Mehitsy
Region 2 has remainednostly unchanged.
Although the trend for most regions is
decreasing, it is not out of the range of earlier
frequency valuesxperienced in the early 1980s.
Individual analysis of each variable and its
contribution to the proxiity C composite
parameter indicates that CAPE is the main
governing variable determining the frequency of
significantsevere days. With only a 30period

of record, it is difficult to assess the significance
of these trends. A similar preliminary study
(Gensini and Brooks 2008) using global
reanalysis and a 4@ record showed comparable
trends during the overlapping periods of record.
It appears that the significant sevaveather
environments Gensini and Brookg2008)
analyzed starting in the early 2@ peaked in the
late 1990s, and has been declingngce Still, it

is unlikely that the current length of observed
reanalysis can capture the natural variability
in such environments. For example, the small
decline (from 15 to 10 eimonments y*
sinae 1999)is only over a 1€ period and likely
not capturing true natural variability.
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Figure 5 1980 2009 regional average comparisons of significawereweatherenvironment frequencies
(dashed). Fourth degree bdistpolynomials are plotted as solid lines. Units are environmghtsClick

image to enlarge

Although regional mean analysis is useful to
examine trends over time and allows one to
compute an average with which to compare,
departures and trends are occurring across
numerous spatial and temporal scales. In addition,
the atmosphere is not restricted to a wdefined
domain. To illustrate this point, departure maps
were created for a belewand aboveaverage
significant severeweather environment year
(Fig.6). In 1988 (Fig.6a), a centralu. S.
drought leading to belowaverage surface
moisture conditions, coupled with deefayer
wind shear displaced north into Canada
(Trenberth et al1988; Trenberth and Guillemot
1996) resulted in a large area experiencing
belowaverage significant severeeather
environment frequency. In contrast, 2001
(Fig.6b) was extremely active in terms of
significant severaveather environments,
especially across theentral and northern Plains.
There were 1323significant severaveather
reports in 2001, but only 447 in 1988. Some of
this difference could be due to changes in
reporting efficiency (Fig7). It is not the purpose
of this study to examine environment anomaly
correlation to any other convective variable(s)

Ly —
A

o

Figure 6 a) 1988 and b) 2001 significas¢vere
weatherenvironment departure from the 1980
2009 annual average. Positive (blue)/negative
(red) values correspond to above/below average
departures respectively. Click image for
animation



GENSINI AND ASHLEY

Rather, this esultdemonstrates thatven during
spatially large belovaverage environment years,
some locationsstill experience abovaverage
frequencies and vice versa, illustrating the
importance of understanding the difference in
scale when examining severe cortixee
environments.

e. Comparison to reports

Although the frequency ofJ. S. averaged
potentidly significant severeweather
environmentsdecreased in théast 10y of the
datg therewas asubstantiaincrease in number
of significantsevere reportsand nearly a
constant trend in significarstievere days (a day
on which a significansevere report occurred,;
Fig. 7). When comparing the annual cycle of
significant-severe environments (Fig. 4jo
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primary resits were found: 1) the main areal
axis coverage of significantsevereweather
events is positioned in the same area as the main
axis of potentially significantsevereweather
environments; and Zouthern Plainsignificant
severe environments are overgwiied in a
stepwise fashion roughly beginning south of
Interstate 40 (blue dash denotes approximate
location on Fig. 8) and again south of Interstate
20 (red dash on Fig. 8). Although it may seem
trivial to explain this discrepancy as a result of
compari®n between different dataset types,
there are a fewother important points to
mention. First as discussed in BO0S3,
environmentspresented herein aressentially
times when the atmosphere is favorabler
organizedDMC, not implying that ithecessarily
will occur. This index should not be used
forecast significant severgeather occurrence;

observed significarsevere reports (Fig. 8), two rather, it is beneficial in discriminating
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Figure 8 2100 0300 UTC significansevere reports (dots) and associated kernel deesiiyation(fill)

for the period 1982009. Blue and red dashed lines approximate the locations of Interstates 40 and 20
respective). Scale refers to reports per km10*. Click image to enlarge. Clickerefor an animation of

the annual cycle of significaisievere reports

betweerpotentially vere and significargevere MUCIN Error
environments as shown in BO03.Mesoscale 200

factors such as convective initiation are

obviouslyimportart, but are not examined in this 600

studyowing to scale and variable issues with the
dataset employed. Therefore, environments
portrayed in this study do not produce severe
reports equally. For example, a large outbreak of
significant severe weather on a given day may
contribute greatly to the climatology of reports,

but still would count asonly one potentially =200
significantsevereweatherenvironment.

400

200 /™

MUCIN (Jkg'')

0

-400

One possible reasothat significantsevere Figure 9 Box and whiskers plot di{UCIN error
environments do not represergports well in (J kg") betweerobserved and NARR 0000 UTC
southern Texas could kibe threshold used for reanalysissoundingsduring May for the period
CIN in the presence gbroximity C composite 2002 2010 at Brownsville, TXTheshaded box
i ndex v addOu Resultd@Othis study encloses the 25itff5th error percentiles
indicate that some of théargest decreasesf (interquartile range). Whiskers extend to the
potentially significant severeweather minimum and maximum values. Median value
environments after incorporating CIN were is denoted by black hash mark. Rwse error
located in this regiorfnot shown) To address values indicate an overestimation of MUCIN by
this issue further, 0000 UTQVMUCIN from the NARR.Click image to enlarge.

reanalysisand collocated observed soungs
were compared during May for the period 2002
2010 for the uppeair site at Brownsville, TX.

10


http://ejssm.org/ojs/public/vol6-8/Figure8anim_files/Figure8anim.html

GENSINI AND ASHLEY

22 December 2011

40

38

-84

- -86

36

w
~

Latitude (Degrees)

w
[}
-

30

-90

Longitude (Degrees)

-04

1980 \
1985
1990 |
1995

—=— Mean Latitude

--@-- Mean Longitude

e Poly. Mean Latitude

L w06

000
2005

o

e = == Poly. Mean Longitude

Figure 10: Mean center analysis of potentially significasgvereweatherenvironments for e period

1980'2009.f Befsitt 0 | i nes are
During this period, NARR soundings
overestimated CIN by a mean value of 41 J%kg
(Fig. 9). While a robust, largscale examination
was not conductedhe results at least indicate
that misrepresentation of CIN by the NARR
could contribute to the discrepancy between
proximity significantsevere environments and
significantsevere reports. A subjective look at
various soundings from this analysis iraties
that major errors in MUCIN can occur with
sharp temperature changes between the vertical
pressure levels resolved in the NARR. A lack of
event reporting also may contribute to this
discrepancy, but the authors have not examined
such an explanation duto the lack of a
competing groundruth reportassessment tool.

Monthly significantsevere reportgslso were
analyzed to assess the performancpaténtially
significantsevere environments throumit the
annual convective cycle (cf. Figs. 4 and 8).
During the coolseason monthghe proximity C
composite parameter 020

11

f our t @lickdneagertceealargeo | y no mi all

minimal CIN has difficulty capturing events.
First, there are few reports during the cool
season, and these events usually involve strong
synoptiescale forcing (Galway and Pearson
1981). Therefore coedeason reports likely
would show a weaker diurnal signature and be
less likely to be represented by the 0000 UTC
reanalysis environments. These reports also may
be grouped with synoptiscale wind events,
therely not being individually classified in
reporting databases (van den Broeke et al. 2005).
In addition, coolseason events  are
climatologically characterized by a lIe@APE
and highshear environment (B0O7) that may not
exceed the proximity C composite index
threshold used. Thus, this parameter should not
necessarily be used tforecasta significant
severe event, but rather, to discriminate between
a potentially severe and significasgvere
environment.

During the warm season, the potentially
si@ndicant i nseverbweathprr e ®rvironnment o f
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climatology closely mimics the migration of
significant severeweather reports In fact, a
majority of significantsevereweather reportslo
coincide with the maximum frequency of
significant severeweather environments during
Aprili September (Figs. 4 and 8). Presumably,
this is because diurnally driven severe
convection is captured adequately by the 0000
UTC reanalysis usedThe largestdifference
between observed reports and potential
significantsevere environments duringthe
annual cycleagain appears isouthernTexas.
This may be a factor of lack of lifting
mechanismse.g., frontal passages) in this area
as well as reasons previously discussed
Subjective analysis of a few specific reports that
fell outside of the sigficantsevere environment
thresholdon given days were characterized by
either \ery large CAPE valuewith little deep
layer shear ovice versa

f. Mean center

To assess whether potentially significant severe
weather environments have shifted over they3
study period, annual meaenter analysis was
conducted. The potentially significant severe
weather mean center is the averageand y
coordinate of all th@annual environments for the
conterminous U. S., weighted by the frequency
of occurrence. Thids especiallyusdul for
tracking changes in a spatidistribution over
time, or for comparing the distributions of
different types ofspatial datasets Meancenter
analysis of potentially significarsevereweather
environments suggests that there haserblittle

to no change in the average position of the
distribution (Fig. 10). Similar results were found
(not shown) when the mearmnter analysis was
restricted to the active severe convective months
of April, May and June.

5. Conclusions

This study stablishes &J. S. climatology of
significant severeweatherenvironments for the
period 19802009 using reanalysis data. This
has been accomplished on a global scale for a
shorter period, but nprior study has employed
new, highresolution reanalysis tisets, such as
the NARR, to analyze convective environments.
Although the potential exists for an increase in
severe convective environments under future
climate scenarios (Trappet al. 2007; Van
Klooster et al. 2009), results indicate that
significant severeweather environments have
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been quite variable over the-§(eriod, leading
to no significant trend.To instill confidence in
the climatologies presented herein, favorable
significantsevere environments generated from
reanalysis were compared taysificant severe
weather reports.  Unsurprisingly, potentially
severe convective environments do moatch
reports. Overestimation tends to ogcas this
climatology containsenvironments favorable for
significantsevere weather, not necessarily
environnents thatactually will produce sucha
report Although difficult from a climatological
perspetive, future work shouldincorporate
convectivescale lift into these types of
climatologies to better assessvhere severe
convection may be favored

For mat locations, significantsevere
environments from reanalysis show a strong
annual cycle similar to that of observed reports
and thus serve as proxy of locations that would
favor significantsevere weather during a given
time of the year. However, overigsations of
significantsevere weather are most notable in
southern Texas.

Because of the inherent problems with the
stormreporting process and resultant database
(e.g., Doswell and Burgess 1988; Grazulis 1993;
Brooks and Doswell 2001; Brooks ambswel
2002; Doswell 2007), a better way to examine
historical convective trends is by the use of
environmentsthat are known to favor severe
convection via objective reanalysis techniques.
Using metlods similar to those herein,
downscalingtechniques similato those used in
Trapp et al. (200), or other objective
climatologies using remote sensjrage likely to
aid in a better depiction of the climatology of
significantsevere weather.
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REVIEWER COMMENTS
[ Aut hor s 6 blueitalipsb nses i n

We would like to thank all of the reviewers for their dedication to makiigy ahbetter manuscript.
Additionally, Roger Edwards deserves a big thank you for-hiaiéresponses and behind the scenes effort
during the review process.

REVIEWER A (Charles A. Doswell 111):
Initial Review:
Recommendation:Acceptwith major revsion.

Overview: This manuscript is certainly based on worthwhile work that ultimately deserves publication.
Unfortunately, the presentation has a fairly large number of issues that need to be considered and I've done
a lot of wordsmithing suggestions well. See the attached document.

I would like to see the revised manuscript again. I'm leaning heavily toward acceptance, but I'd like to
review the response by the authors.

The authors wish to thank you for your constructive and careful reviewh#tgatontributed to a mueh
improved product. We have made substantial changes, both in organization and wordsmithing, to the
manuscript.  Only minor comments that were not accepted in the annotated version are elaborated on
below.

[Replies to minor comants omitted.]
Substantive comments:

Although my general reaction to this work is to be supportive, | find the presentation to be rather poorly
execut ed. Therebds a host of distracting minor anno
numberis a major problem. This paper has the makings of an excellent contribution, but it definitely needs

more work, both in wordsmithing and organizationally. There are several conclusions that appear before

the evidence has even been presented! Thers arene gener al i zations that I don
And so on. | hope the authors will consider my suggestion for heavier smoothing of theirfigdtial

figures.

I't sounds as i f this [C composite Eerpnaganwjthoutany yet anot
evident physical basis (as noted by Doswell and Schultz, 2007).

The issues surrounding the use of a fAmagicd paramet e
section 2, including a reference to the mentioned article. Weedittat this is not a forecasting approach

per say, rather, we are developing climatology of the environments shown in Brooks et al. (2003b) to
statistically favor significant severe weather. The further incorporation of CIN in our calculation was

necessaryo represent environments most favorable for such events [Brooks et al. (2003b) was unable to

use CIN because it was not readily available in the NCEP/NCAR global reanalysis.]

Why would the region of highest frequency be most sensitive to climate ¢hange

Is it possible you have misinterpreted our statement? We are not stating that U.S. significant severe
weather environments are most sensitive to climate change. Rather, detecting statistically significant
change in environment frequency would be eagnea location that already observes a high frequency of
said environments. Based on similar concerns from Reviewer D, we have opted to rework this sentence.

Just how big a step is the difference betweeryaed and a-§ear study?
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The temporal diffeence was not the main addition to Brooks et al (2007) from Brooks et al. (2003b). The
emphasis in Brooks et al. (2007) was addressing the interannual variability of DMC ingredients for
specific locations.

Wh a't does fAconser v a®@tAIeDdGajssamdlertisha pnegy] lightreenaothelly

notion of Afconservativedo smoothing would call for an
my expectation of relatively finoi syo splact iiald tcloengse ur
fields is not justifiable, so |1 6d recommend a heavier

Yes, the term conservative was used rather loosely here. We Hitered all of our data using a two

pass scheme of the 3 x 3 Gaussian fitertopméu | ess finoi syo spati al contour
examined. Care was taken to preserve data integrity while producing the smoothest fields possible. Some

of the shear fields may still seem a little noisy, but one has to remember that these fieldsodeced at

a spatial resolutiorof 32k m. Therefore, some of the fAnoised may r a

Do you really think you could detect, with accuracy and reliability, a climate change over peBiod of
record?

Of course not. Nor is that the purposf that statement. The idea here is that one may/may not be able to
see a shift in severe weather environments over the [3riod sampled. The reality is that the mean
climatology of these environments is changing every day. If there was a chiaogéd iprove beneficial

for interested parties, especially those who may use these results in conjunction with other reanalysis
datasets that have a longer temporal record.

Why [quadraticP There are many other choices, including the Gaussian.

In this case, the choice was limited to quadratic as it is currently the only KDE available in our current
version of ESRI 6 s Ar c @ Searéh.ra@liuslused With & guadratic functionris 2 5 0
analogous to the 12km Gaussian kernel used in Broaktsl.(2003a).

I dondt wunder st and t h frealing évery forecast scenahniesepdratsiih Wieai mer her e
extent does BWD alone serve as a proxy for environments capable of producing significant severe weather?

This sweeping generalifion with regard to BWD seems unwarranted to me, and issuing a disclaimer
doesnét justify the apparent cl ai m. There might be
butthis narrative fails to be even marginally convincing.

After reexamininghis section [4b. Deefayer shear], we understand your concern. We have modified this
section to omit the last portion of the paragraph. However, we would like to point out that the particular
statement in question does not claim that BWD alone semwes @roxy for environments capable of
producing significant severe weather. Our statement is making the point that organized DMC will not
occur in certain BWD regimes.

[Overestimation of South Texas severe environmeistsg big caveat that has not eded herein the
attention it deserves. Although the NARR has more vertical levels than the NCAR reanalysis, it still is not
likely to result in an accurate representation of CIN.

We agree that it may not be the most accurate representation of CIN. velowas you are likely well
aware, the NARR (and other types of reanalysis datasets) provide the best guess of the atmospheric state at
a historical time by assimilating many different sources into the calculation of such derived variables.

[Minor commeng omitted...]
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Second andhird review(green, combined due to dependent replies)
Recommendation: Acceptwith major revisions

[ Mi nor comments omittedEé]
REVIEWER A (Charles A. Doswell IlI)

General Comments: This paper continues to frustrate meschuse | believe the authors have done
worthwhile work, but the resulting manuscript has a number of important issues that need to be resolved. |
really want to recommend publication, but at this poi

The authes would like to thank you for your careful review of the manuscript. We were a little surprised

by your responses during this round of revisions, as it was certainly not clear to us during the first round

t hat you had so many finlafaa, yau mensosad elwingwhe firét roand ef pap e
reviews that you did not think any of your recommendations were necessarily major. Nevertheless, we
have tried to address all of your comments and incorporate them into the revised document. Meur revie

was certainly thorough and no doubt contributed to the quality of the manuscript.

The fimajorodo annotation was not intended to imply tha
the paper, but rather to di $helonyguhe excharigas that wid be ¢ o mme nt
published at the end of the final paper in EJSSM. It was for the editors. My apologies for this ambiguity.

The intended meaning of ito develop a theoretical m
conceptal model of a favorable environment for severe weather, then this is precisely what ingredients

based forecasting is intended d@woid To do this creation of a fAtheor e
pattern added to the collection of patterns used ireatecognition. Ingredientzased forecasting uses
ingredients that ameecessara c cor di ng t o physi cal principles, not sol

This section has been modified to remove At heoretical

The difficulty with this response is that it missthe point. Ingrediertsased forecasting is not associated

with some sort of Aimodel 0 (whatever its character 11
Rat her, itdéds based on what are knownlImposinglaenodelecessary
of any sort on the process is contrary to the intent of ingrediastsd forecasting.

CAPE is a nonlinear combination of the two proper ingredients: moisture and conditionally unstable lapse

rat es . nofRlproperingredielits Thereds nothing wrong with using i
done, but i f this distinction i snot made <clearly,
Ai ngr daisemdt § orecastingd means.

Good point. We agree that it is important to en¢éspecially in this case) that CAPE is not an ingredient
per se. Rather, it is potluck of other necessary thermodynamic characteristics that enhance the potential
for theoretical updraft velocity.

See my first comment.

Unf ortunat el svetobetcomvirgedithatghe relatively coarse vertical resolution of the NARR

data permits ameaningful, reasonably accuraeest i mat e of Cl N. I dondt think
layers represents an important difference. | know Harold felt that CiINNcd n 6t be esti mated ef
with the global reanalysis and | donét think it can

We disagree with this. The differences between the vertical and horizontal resolutions of the NCEP/NCAR
Gl obal Reanal ysi are quite diffefei@d. EIPiHverthMaétiRyRhat the additional levels are
maximized in the lowest levels of the model sigma coordinates. Additionally, the RMSE for many of the
variables (seehttp://www.emc.ncep.noaa.gov/mmb/rreanl/narr)pigt smaller. However, this indeed is
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much of the reason why we only chose to look at 0000 UTC; when upper air observations were available to
supplement the initialization of the ETA model.

I d o n déw anyh&@ in this response can be used to provide convincing evidence of a substantial basis

for the authorsd disagreement. By this | mean dire
observed soundings is reasonably accurately reproducée Ipseudesoundings based on the NARR data.

Absent such a demonstration, the authors are, of course, free to disagree, but they have failed to convince

me.

ltds disturbing that t hi s i mppgmbak reandlysispdatasa epodo f backgr
approximation ofseverestorm parameters compared to collocated observed sourdimgsocumented
herein using only substandard publicatitee 2002)

Perhaps the reviewer or interested readers would be interested in examining convective variable
relationships between collocated observed and reanalysis soundings with the authors? We have only taken
the first steps in order to look into some of these values, but certainly not in enough detail for publication
purposes.

This continues to be a weakipbin this presentation.

If you believe thifNARR CAPE and CIN should not be a major source of error in the C compositg index
to be the case, why even bother mentioning the virtual correction?

While it may not be a large source of error from a clin@gacal perspective, we felt it was worth
mentioning as a gener al caveat to this CAPE <climatol c

I still dondét see the point.

A 3x3 Gaussian filter is a pretty light filter and that conclusion is evident in youre8gshowing ot of

high-wavenumber noise still retained in the fields. Your cautionary statement to your readers is a perfect

example of a strong bias | feel is common in meteordlogyany of us wish to see either the raw data (full

of all sorts of noise), or data only very |lightly s mc
the Adetail o in meteorological dat a i s ordathppin e noi se
the case of model fields, there are other sources of error. Meteorologists often want to retain as much detail

as possible, even though the results contain a lot of physically meaningless variability (noise!). | assert that

your fields ned more smoothing, not less!

This has become a struggle for us, as one reviewer has suggested that all of the fields stay in the native

NARR resolution as to take full advantage of the mégolution motivation we discussed in the

Introduction. We assethat our fields have already undergone substantial smoothing from their native
resolution, and that this comes down to personal pr
shown by a fArawdo version of ourreviéwerg happ® byltamingtwa We hav
happy medium that has left the departure of significant severe environments at the native resolution of the

NARR, and have left our CAPE/Shear fields smoothed. While this is not likely to please everyone, it

appears to be aolid compromise.
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The fact that this is a struggle for the authors is not of concern to me. Regardless of the assertions of the

authors, one need merely to look at the fields presented to see that they contain spatial features that are
unsupportabldoy t he dat a. The fArawodo figure certainly is pi
my concerns for the fAdetailsodo of the fields. I undert
the authors are entitled to theirs. The autheresmn t o have taken an adversari al
with this criticism is to help the authors produce a better paper. If they insist on publishing figures with

anal yses that show unsupportable fAdet @aiwl d,het iermwibhey
fields, | 6d actwually be happier than | am with this f

[A5-yrunningmeanj s a pretty primitive tempor al filter for
simple (1l dve done s o! kesthetiballytpleasihg redubtse Anwiléer Gaussiarafitdr y gi v e
provides a much smoother result and if you extract any small linear trend, you canthepdata series

beyond both the endpoints to obtain a smoothed version all the way to the endpoints.oVicendatails,

if you wish.

In an effort to produce such results, we have fit all of our graphs with fourth degree polynomials. The text
has been modified accordingly.

As | noted earlier, an assessmenfashift in significant severe weather enviramnt§ over a 3@yr period
is not likely to offer much insight into the impact of changing climate on the severe weather environment.

We agree with this statement. However, at the least, we have been able to create a climate normal for the
past 30years inwhich comparisons can be made for future climate simulations.

When | look at, say, Fig. 2, it definitely appears to me that the contours are not as smooth as those
presented in Brooks et al. ([tRaDtReFiguje .isanalojoainta tkat of | 6 m i nc |
Brooks]and would like to see a comparison of the response functions for the filter used here and that used

in Brooks et al. (2003a)
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I n fairness, | 6m sure you have examined Brtheks et al
work presented in this manuscript (see figure below). There are other spatial filtering techniques (similar

to ones used in our Fig. 8) that can be used on scattered vector based spatial data. Since we used gridded

raster products (produced in net€Dformat from the NARR), we were limited in the spatial filtering

approaches we could use. In short, we think the filtering presented represents a reasonable representation

of the Atruth. o

Days per Year with CAPE > 2000 J/kg

0 U Brooks et al. (2003b

Fig. 6

[Fig. 3] shows even more noise than Fig. 2, likely becawstcal shear is a noisier variable (involving a
verticalderivative than CAPE (involving a verticahtegral).

Exactly. Not much we can say other than some of the noise may be signal.

That statement is, taken at face value, an oxymoron. When thesianaérmits unresolved features to be
retained, then the fact that some of that might be i
data to this inadequately smoothed version. The comparison with Fig. 6 from Brooks et al. (2003) is

entirely inappropriate because this particular figure shawsmoothedesults from a coarse grid. | was

referring to the contoured figures in that paper, of course.

[Fig. 4] illustrates the usual noise problems, but most significantly, it also shows verly diear

inadequacy of the CIN estimates in then@ex to control the CAPE contribution. If you compare Fiys

and 3, itds quite evident that the best combination
in south TX and can be found in the cahtBreat Plains. Your-@hdex fails to demonstrate properly what

your data show. Compare this to Fig. 8, for instance.

We disagree. In our opinion, this is a misinterpretation of Fig. 4. If you look at the annual cycle, you will
see that the reason siern TX shows a peak is due to favorable CAPE/CIN combinations in the cool
season. Furthermore, examining variables separate from one another (as you mentioned by comparing
Fig. 2 and 3) can be misleading. Remember that it does not really matter ifishasent but CAPE is

not, or viseversa. Perhaps the number of times CAPE and shear is juxtaposed is quite different!

I mai ntain that iitdéds | ikely that the CIN variable is
fields. Ifyoubeliee t he problem is that |1 6ve not seen the vari
perhaps it would be best to show them together. Unt
suspect that the prevalence of apparently favorable emvénois far into south TX is likely the result of

that probl em. Since the observed severe weather doe

a variable purporting to define severe weatfa@orable environments that does peak in that area is
working as it should. There must be some explanation for its failure in thiséepgafd i t 6 s not t he Vve

resolution affecting the CIN estimates, there has to
needs to be made clear in the texdtinless the authors are willing to provide appropriate caveats to
accompany this figure, I candédt recommend publication.
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Even a 49 record is pretty limited in what it can show about climate changey &@erages are the
Aindustry stanfndardal boandhab 16§ you wanted to say s
changing, yQudoececoweedas @Obare mini mum, and it woul dn
[trends here comparable to those in Gensini and Brooks (2@@8jgnce probably eds to be more

cautiously stated than it is now.

This is a fair statement. We have softened up the wording.

Re "Even during spatially large beleawverage environment years, there are still locations that experience
aboveaverage frequencies and vigersa, illustrating the importance of understanding the difference in
scale when examining severe convective environmerntsifiderstand what is being said here, and agree
with it fully, but it seems to me that this begs further explanation. It migbetier to omit this entirely,
rather than to mention it but not give it adequate treatment.

Since we have added all of the departure years to the animation in Fig. 6, we have left this statésnent as
However, we are willing to delete it if you stronggl it should not be included.

| think the discrepancysevere environmentkighly overestimated south of Interstate 20 in Texash

consequence of your use of theil@lex! You seem to be indulging in a kind of hamalving, even to the
pointofsugg sting itodés Atrivialodo to even suggest comparing
trivial at all7 it begs a resolution.

We are confused by this comment. We al so argue that
context oflhe sentence. For example, we state that:

filt is stressed that this particul ar index shol

severe weather occurrence; rather, this index is beneficial in discriminating between

potentially severe and significant sevesavironments as shown in B03. Mesoscale

factors such as convective initiation abviously important, but are not examined in this

study owing to scale and variable issues with the dataset employed. Therefore,

environments portrayed in this study do mobduce severe reports equally. For

example, a large outbreak of significant severe weather on a given day may contribute

greatly to the climatology of reports, but would still only count as one potentially
significant severe weather environment. o

This is a very different argument than that which concerns me. Using this index to forecast would have the

usual chall enges associated with any such index, abc
concern me are about the discrepancies betweeclimatology of the observations versus the climatology

of the Gindex. This discrepancy is glaring and, while | have offered what | believe might be an

explanation, either some convincing explanation should be presented or the deficiency-ofdbe zeds

to be acknowledged.

If [a more representative climatology couldrbade with CIN thresholds 4150 toi25 J kg'], why was
this not done?

It was not done because results from Bunkers et al. suggestéd@$hatkg" would be the best choice far
threshold. We have removed this wording from the manuscript.

It 6s beginning to | o-ndex inany lognion. bA la afkthis fdiscussion seems C
determined to save the appearances and rationalize its inadequacies, rather thatedgikigothat the
wrong parameter may have been used.

Thatds quite a cl ai m. Based on results by Brooks e

discriminating between severe and significant severe environments. Climatologically speaking, we
disagree with your notion that theii@dex is not useful for delineating regions that favor significant severe
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